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**摘要**：提出了基于视频帧间信息的人流量统计算法，由行人检测、行人跟踪和流量计数组成。编制了一套基于视频的人流量统计软件，用于检测、跟踪和分析行人动态。利用背景差分结合边缘检测将场景中的行人状态提取出来，在连续的视频帧里根据质心位置建立个体的对应关系并进行跟踪，同时对指定时间内入口区域的进出行人数目进行统计。算法为实时行人检测与分析系统的进一步研究提供了重要参考依据，试验数据验证了算法的有效性。
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**0 总体方案设计**

智能视频监控系统是利用计算机视觉技术、图像与视频处理技术、模式识别技术对监控视频的内容进行理解、分析乃至描述，并能够根据分析的结果对视频监控系统进行操作控制，[[1]](#footnote-1)从而使视频监控系统成为具有较高层次的智能化水平的系统[1-5]。智能视频监控系统区别以往视频监控系统的地方在于它增加了智能分析模块，该模块能够借助计算机优秀的数据处理能力，通过编制的特定功能程序快速处理海量视频，有效实现异常情况的事前预警、事中处理及事后取证等[5-6]。类系统具有 24 小时全天候、全自动、响应速度快、报警精度高等优势，拓宽了视频资源的应用领域。随着通信技术的不断发展，通信设备在工业领域以及民用领域得到广泛的应用。本文研究目标是在公共场所的出入口处，利用视频进行行人流量统计可以确保实现不间断自动监控。

**1 总体方案设计**

本文将算法分为三个模块，第一个模块是前期处理模块，包括滤波降噪、前景提取、轮廓提取和个体检测等功能；第二个模块是目标跟踪模块，根据入口处行人的运动特点，本模块采用了基于质心运动信息进行跟踪；第三个模块是场景中行人计数模块。基于帧间信息的行人流量统计算法总体架构如图1所示。



图1 算法总体架构

**2 算法系统设计**

算法设计主要包括预处理算法设计、个体跟踪算法设计和行人计数算法设计。主程序流程图如图2所示。



图2主程序流程图

## 2.1 预处理算法

常规的个体检测可以通过训练分类器来完成[7-8]，但此类方法耗时较多，光照敏感度较差，当中发生接触和重叠时很难识别出独立的个体，鲁棒性较差。在预处理环节本软件设计采用多种处理方法结合，最终得到理想的效果。

为减少图像上的噪声，对图像进行核大小为53的高斯滤波平滑处理；为增加图像的梯度便于分割出独立的图像元素，对图像进行了33矩形核的腐蚀和膨胀运算；为提取图像背景，构建单高斯模型，建立完善的背景图像，得到背景图如图3所示；



图3单高斯背景模型提取的背景

通过背景差分的方法得到运动的前景区域[5-7]，然后进行二值化处理。二值化的图像能较好的处理光照敏感性的问题，并且处理速度较快，鲁棒性较好。最后查找二值图像的轮廓，并利用轮廓的最小外接矩形确定其质心位置。经预处理提取的行人区域如图4所示。



图4预处理效果图

## 2.2 个体跟踪算法

行人跟踪的目的是在连续的视频帧里建立起行人个体的对应关系，对行人中单独的个体进行跟踪，并可进一步研究人群或个体的行为模式。在对前续若干帧进行成功的检测定位之后，根据人体运动的动态性和连续性，以及人体的一些肤色，运动动态等特征，通过追踪算法来匹配出后续一帧中人体的位置。跟踪算法具有两种思路：自底向上 (Bottom-up)和自顶向下 (Top-down) 的处理方法[9-11]。

在自底向上的运动目标跟踪方法中，最简单的是基于贪心算法的运动目标跟踪。通过使用贪心算法来找到连续两帧中行人个体之间的联系，从而对运动目标进行跟踪。该方法对连续两帧中的行人个体进行配对，当连续两帧中两个目标之间的欧氏距离达到最小时，便将它们关联起来[12]。

基于贪心算法的运动目标跟踪方法由于不需要对跟踪对象建立特征模型，只需要计算连续两帧中行人个体之间的欧氏距离，计算速度非常快，在前景行人稀疏的情况下非常实用。但是由于没有记录行人的运动信息，当前景行人中出现两人或更多的人走在一起或者交叉行走的时候，就会匹配失败。故本文提出了基于人体质心运动信息的目标跟踪算法。

基于人体质心运动信息的目标跟踪算法具有计算速度快，可以满足实时跟踪的需求，鲁棒性好等优点，在准确性和实时性上都有很好的表现，适合对行人中个体的跟踪。程序中用行人个体的质心点位置来代表该个体，因运动目标在下一帧的位置只依赖于上一帧，于是在该方法中，视频中前一帧检测出来的人体中心点会根据其运动信息查找其在下一帧中的位置，如下式所示：

 (1)

其中α是阻尼参数，对于一个行人中的个体，是在第t帧观测到的位移向量，是在第t+1帧中预测得到的位移向量。如图5所示，设定，，，是t-1、t和t+1帧中实际观测得到的人体位置，和是通过预测得到的t和t+1帧中人体的位置[11]。



图5跟踪算法原理图

跟踪思路如下：

(1)首先，在第 t 帧中，对于某个个体，在其质心点上加上预测出的位移向量，得到第t帧预测得到的人体位置；

(2)当处理到第 t 帧时，系统以为中心，预定义好某个常量作为搜索区域，在系统中选择了20\*30邻域范围，搜索匹配行人个体；

(3)当搜索到行人个体后，将其记为，并根据上式更新该个体的跟踪信息，如果存在多个质心则认为是由于轮廓分割造成的误差，算法将之合并为同一个；

(4)在第 t 帧中，继续上述过程，直到视频结束。

## 2.3 行人计数算法

为了实现自动的双向行人流量计数，软件处理系统在场景中添加了 2 根水平线，用来模拟商场或者门厅的入口处，并以此划定计数区域。对于某个行人，当其进入计数区域后，跟踪过程开始，并开始判断其为进入还是离开的状态，然后进行计数；当其离开计数区域后，跟踪过程结束。当对每一个行人进行跟踪时，记录其在当前帧的位置 (C) 和在上一帧的位置 (P)。如果其在上一帧的位置在计数区域之外，当前帧的位置在计数区域中，则说明该行人进入或离开了计数区域，计数过程结束。记录下其上一帧的位置作为该行人的起始位置；如果其在上一帧的位置在计数区域中，当前帧的位置在计数区域之外，则说明该行人离开或者进入了计数区域，计数过程结束。若该行人的起始位置和结束位置在计数区域的两侧，则向上或向下通过将该区域的人数加 1，否则该行人未通过计数区域。

**3 算法验证及分析**

算法验证所用视频共1900帧图像，分辨率大小为480\*272。如图6，是对一个行人从出现到消失的跟踪效果展示。



图6单一目标跟踪效果

在视频的196帧到212帧中，场景里有 2个行人在检测区域里行走。算法对每一帧的运动目标进行了准确的跟踪，并且很好的捕捉到目标对象的各种运动变化。跟踪结果如图7所示：



图7双目标跟踪效果

在视频的586帧到622帧中，场景里有多个行人在检测区域里行走。算法对每一帧内的运动目标进行了准确的跟踪，并且很好的捕捉到目标对象的各种运动状态变化。跟踪结果如图8所示

图8 多目标跟踪效果

针对采集的视频，将本文提出的基于帧间运动信息的行人流量检测与计数算法运用于此，所得的监测结果如表1所示。试验表明，本文的算法计算速度可达38ms/帧，对行人流量检测和计数准确度较高，可以满足实时行人流量检测和分析的需求

表1 算法对视频中人数检测效果（单位:人)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 帧数 | 实际进入 | 检测进入 | 实际离开 | 检测离开 |
| 1-500 | 5 | 5 | 7 | 7 |
| 501-1000 | 5 | 5 | 8 | 10 |
| 1001-1500 | 5 | 5 | 6 | 7 |
| 1501-1900 | 5 | 6 | 2 | 1 |
| 总计 | 20 | 21 | 23 | 25 |

根据试验统计结果可以看出，检测行人进入的数据准确率要大于检测行人离开的数据准确率，这个现象可能与视频采集设备有关，摄像头因不能垂直于地面拍摄，导致在远离摄像头的一侧存有偏差，该问题可通过增大样本涵盖范围进行解决。

**4 结语**

本文介绍了基于帧间信息的行人流量统计算法，采用了单高斯背景模型方法创建视频背景，结合帧间差分与轮廓查找的方法寻找行人轮廓并利用质心位置对行人个体进行了跟踪与计数统计。试验结果表明，与目前的行人流量检测和计数方法相比，本文的方法计算更快，具有较高的精度，可以满足实时行人流量检测和分析的需求。
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